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"You can fool some of the people all of the time,
and all of the people some of the time, but you
cannot fool all of the people all of the time"

—Attributed to Abraham Lincoln



Prelude

What does "anonymity" actually mean?



Anonymity is the state of being not identifiable

(within a set of subjects)
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Abstract

Based on the nomenclature of the early papers in the field, wej
both expressive and precise. More particularly, we define ano
unobservability, pseudonymity (pseudonyms and digital pseud
identity management. In addition, we describe the relationship|
rationale why we define them as we do, and sketch the main r|
properties defined.
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Abstract: Many anonymous communication networks
(ACNs) with different privacy goals have been devel-
oped. Still, there are no accepted formal definitions of
privacy goals, and ACNs often define their goals ad hoc.
However, the formal definition of privacy goals benefits
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this paper, we work towards defining and comparing pri-
vacy goals by formalizing them as privacy notions and
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able. Additionally, many conceptual systems, like Mix-
Nets [6], DC-Nets [4], Loopix [15] and Crowds [16] have
been published.

The published ACNs address a variety of privacy
goals. However, many definitions of privacy goals are
ad hoc and created for a particular use case. We be-
lieve that a solid foundation for future analysis is still

missing. This hinders the understanding and compari-
son of different privacy goals and, as a result, compar-
ison and improvement of ACNs. In general, comparing
privacy goals is difficult since their formalization is of-
ten incompatible and their naming confusing. This has
contributed to a situation where existing informal com-
parisons disagree: e.g., Sender Unlinkablity of Hevia and
Micciancio’s framework [12] and Sender Anonymity of
AnoA [1] are both claimed to be equivalent to Sender
Anonymity of Pfitzmann and Hansen’s terminology [14],
but significantly differ in the protection they actually
provide. These naming issues further complicate under-
standing of privacy goals and hence analysis of ACNs.
To allow rigorous analysis, i.e. provable privacy, of
ACNs_thaix casls need ta b ; dafined
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Review of some key Internet networking technologies

HTTP + DNS

TLS/HTTPS + Do(H|T|Q), oDoH
Middleboxes

Domain fronting, ESNI, and ECH
The skunk in the room: Web PKI
o—Presdes AP s

Focus on what (meta-)data network protocols leak to different eyeballs

o This is critical to understanding
m The different in-path and out-of-path adversaries in the Internet
m The strengths and weaknesses of different privacy technologies
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A simplified view of Internet communications



IEEE spectrum Q Type to search

INTERVIEW TELECOMMUNICATIONS

Vint Cerf on 3 Mistakes He Made in
TCP/IP > The co-creator of the Internet’s T
protocols admits his crystal ball had a
few cracks

BY TEKLA S. PERRY | @7 MAY 2023 | 2 MIN READ | []

Tekla S. Perry is a senior editor at IEEE Spectrum.

2) “I didn’t pay enough attention to security.”

“Before public-key cryptography came around, key distribution was a really )
messy manual process,” Cerf says. “It was awful, and it didn’t scale. So that’s 75
why I didn’t try to push that into the Internet. And by the time they did

implement the RSA algorithm, I was well on my way to freezing the protocol, so I

didn’t push the crypto stuff. I still don’t regret that, because graduate students,

who were largely the people building and using the Internet, would be the last

cohort of people I would rely on to maintain key discipline, though there are

times when I wish we had put more end-to-end security in the system to begin
with.”
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DNS is power: ISP DNS redirection and injection
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Redirecting DNS for Ads and Profit
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Abstract

Internet Service Providers (ISPs) increasingly try to grow their
profit margins by employing “error traffic monetization,” the
practice of redirecting customers whose DNS lookups fail to
advertisement-oriented Web servers. A small industry of com-
panies provides the associated machinery for ISPs to engage
in this monetization, with the companies often participating in
operating the service as well. We conduct a technical analysis
of DNS error traffic monetization evident in 66,000 Netalyzr
sessions, including fingerprinting derived from patterns seen
in the resulting ad landing pages. We identify major players
in this industry, their ISP affiliations over time, and available
user opt-out mechanisms. One monetization vendor, Paxfire,
transgresses the error-based model and also reroutes all user
search queries to Bing, Yahoo, and (sometimes) Google via
proxy servers controlled or provided by Paxfire.

Christian Kreibich
ICSI ICSI

christian@icir.org

Vern Paxson
ICSI & UC Berkeley

vern@cs.berkeley.edu

In the ICSI Netalyzr [8], our widely used network de-
bugging and diagnostic tool,”> we have employed tests
for various forms of NXDOMAIN wildcarding since we
started offering the service in mid-2009. In this paper we
illuminate the DNS error monetization market by com-
bining Netalyzr’s measurements with an analysis of the
redirection pages collected between January 2010 and
May 2011, the location and content of the ad servers,
and the marketing material provided by the companies
involved. We identify ISPs employing DNS error mon-
etization, their choice of monetization provider (includ-
ing shifts of provider and apparent in-house realization),
potential redirection policy customizations, as well as
availability of opt-out mechanisms.

We also observe a more aggressive form of DNS-
driven traffic manipulation, search-engine proxying.




DNS is power: information controls and surveillance
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Abstract

Despite the pervasive nature of Internet censorship and
the continuous evolution of how and where censorship is
applied, measurements of censorship remain compara-
tively sparse. Understanding the scope, scale, and evo-
lution of Internet censorship requires global measure- Iran 6.02%
ments, performed at regular intervals. Unfortunately, the
state of the art relies on techniques that, by and large,

Gount Median

require users to directly participate in gathering these C h i na 5.22%

measurements, drastically limiting their coverage and i m
hibiting regular data To facilitate 1

measurements that can fill this gap in undefstandsmg, we I n don esia o, 6 3 %
develop Iris, a scalable, accurate, and ethical method to
measure global manipulation of DNS resolutions. Iris

reveals widespread DNS manipulation of many domain G reece 0,28%
names; our findings both confirm anecdotal or limited re-
sults from previous work and reveal new patterns in DNS

manipulation. M on gol ia 0. I 7%

| raq 0.09%

Bermuda 0.04%

Kazakhstan 0.04%

Belarus 0.04%

Number

122
62
80
62

14
18

Manipulated | Resolvers | Manipulated

22.41%

8.40%
9.95%
0.83%
0.36%
5.79%
0.09%
3.90%
0.30%

mmm

| www.pokerstars.com Gambling
2 betway.com Gambling 19
3 pornhub.com Pornography 19
4 youporn.com Pornography 19
5 xvideos.com Pornography 19
6 thepiratebay.org P2P File Sharing 18
7 thepiratebay.se P2P File Sharing 18
8 xhamster.com Pornography 18
9 www.partypoker.com Gambling 17
10 beeg.com Pornography 17
80 torproject.org Anonymity & Censorship 12
181 twitter.com Twitter 9
250 www.youtube.com Google Video 8
495 www.citizenlab.org Freedom of Expression 4
606 www.google.com Google 3
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HTTP header manipulation
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(a) Request headers
Header T #Headers in Total #Headers
eader c o .
yP Category injected/modified

Request | Response | Request | Response

Cache 4 8419 3799
Operational 12 5090 63
Feature 8 639 1884
Information 1 20 20
Unknown 4 10 41
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ABSTRACT
Headers area cnucal part of HTTP and it has been shown that they
are i ingly subject to middl ion. Although this

is well known, little is understood about l.he general regional and
network trends that underpm lhese manipulations. In this paper,
we collect data on to how they
intercept HTTP headers in- !he wtld Our analysis reveals that 25%
of measured ASes modify HTTP headers. Beyond this, we witness
distinct trends among different regions and AS types; e.g., we ob-
serve high numbers of cache headers in poorly connected regions.
Finally, we perform an in-depth analysis of the types of manipula-
tions and how they differ across regions.

measurement platform using the Hola peer-to-peer proxy network [2]
(§3). Using this platform, we craft and forward HTTP requests via
third party networks to a web server we control. By monitoring
both the request and response endpoints, we can discover manipu-
lations performed by these networks. Exploiting Hola, we launch
over 400k HTTP queries from 143k vantage points in 3818 Au-
tonomous Systems (ASes) — one of the largest studies of its kind.
Unlike techniques using 1l fi (e.g., Planetlab
this provides unique visibility on a range of network types in coun-
tries rarely studied, e.g., over 400 ASes in Africa (§4).

In this paper we explore the propensity of different network types
and regions to manipulate HTTP headers, in terms of both fre-
quency (§5), and content (§6). We find that header manipulation




HTTP header manipulation

6.4 Information Headers
Information headers contain metadata that describes the client

or server. Information headers are rarely seen in the data, with a
slightly higher propensity to see them in developed regions: NA
and EU. An interesting example is the User-Agent header, which
informs the server of the type of browser requesting the page. We
find 15 ASes manipulating this, and downgrading the browser ver-
sion, e.g., from Firefox 5.0 to 4.0. We even see 378 IP addresses
where the HTTP version is downgraded to 1.0 (from 1.1). In 82%
of the samples, these requests had passed through a Squid proxy.
Worryingly, we often see old middlebox software: 34% of Squid
samples are running version 2.7 or older (last updated 2010). We
even find 22 ASes using Squid software that has not been updated
for at least a decade (v2.5). These are overwhelmingly in countries
that rank lowly in the Web Index; apart from two ASes in Australia
and Belgium, the highest ranked country is 32nd (Czech Republic).

Finally, we observed 28 responses in which a Set-Cookie header
was injected. A Croatian AS was responsible for 8 of these, likely

é » Manipulation present = 4 140
g Manipulation absent =
4 £
3 2
(a) Request headers
Header T #Headers in Total #Hez
SACRLIPe Category injected/md
Request | Response | Request | R
Cache 4 9 8419
Operational 12 9 5090
Feature 8 3 639
Information 1 5 20
Unknown 4 3 10

part of monitoring or customer tracking [5, 4]. There were a fur-
ther 20 samples that had cookies returned due to interceptions by
various other types of middleboxes (e.g., Netscalar, Cisco Access
Control). This actually highlights a particularly worrying feature
of Hola, as it allows users to obtain the cookie identifiers of others.

6.5 Unknown Headers

It is worth briefly noting that we could not conclusively classify a
number of headers: X-Client-TOS (4 ASes), SFID, X-TMV-Type
(2 ASes), X-DG-TaggedAs, X-IMForwards (1 AS) and the enig-
matic - - - - - - - (1 AS). The fact that no public documentation
exists perhaps indicates that notable subsets of HT TP can no longer
be considered “standard”. The region with the greatest proportion
of these is AF, although they also occur in NA and AS.
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ABSTRACT

In this paper we present Netalyzr, a network measurement and de-
bugging service that evaluates the functionality provided by peo-
ple’s Internet connectivity. The design aims to prove both compre-
hensive in terms of the properties we measure and easy to employ
and understand for users with little technical background. We struc-
ture Netalyzr as a signed Java applet (which users access via their
Web browser) that communicates with a suite of measurement-
specific servers. Traffic between the two then probes for a diverse
set of network properties, including outbound port filtering, hid-
den in-network HTTP caches, DNS manipulations, NAT behavior,
path MTU issues, IPV6 support, and access-modem buffer capacity.
In addition to reporting results to the user, Netalyzr also forms the
foundation for an extensive measurement of edge-network prop-
erties. To this end, along with describing Netalyzr's architecture
and system ‘we present il of 130,000
‘measurement sessions that the service has recorded since we made
it publicly available in June 2009.

Nicholas Weaver
icsl

1947 Center Street
Berkeley, CA, 94704, USA
nweaver@icsi.berkeley.edu

reliability—is largely determined by the configuration and man-
agement of their edge nenwork, i.e., the specifics of what their Inter-
net Service Provider (ISP) gives them in terms of Internet access.
While conceptually we often think of users receiving a straight-
forward “bit pipe” service that transports traffic transparently, in
reality a myriad of factors affect the fate of their traffic.

It then comes as no surprise that this proliferation of complexity
constantly leads to troubleshooting headaches for novice users and

i i wing providers of
certain regarding what caliber of connectivity their clients possess.
Only a few tools exist to analyze even specific facets of these prob-
lems, and fewer still that people with limited technical understand-
ing of the Internet will find usable. Similarly, the lack of such tools.
has resulted in the literature containing few measurement studies
i ive fashion the

ture of such problems in the Internet.

In this work we seek to close this gap. We present the design,
implementation, and evaluation of Netalyzr,' a publicly available
service that lets any Intemnet user obtain a detailed analysis of the
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In-path HTTP Proxies can inject sensitive user data and unique identifiers
(perma-cookies) in clear-text HTTP traffic that deanonymize the user

HTTP Header Operators Notes HTTP Header Operator
x—-up-calling-line-id Vodacom (ZA) Phone # x-acr AT&T (US)
x—-up-nai x—amobee-1 Airtel (IN)
x—up-vodacomgw—subid x—axpgiee—Z f/in_gtel ((SI?S))

. X—u1l erizon
I::f ; (s) ]c{ir: s adn (S)Ill'laal.lr%(zlg-l(?) MSISDN x-vf-acr Vodacom (ZA), Vodafone (NL)
tm_user—-id Movistar (ES) Subscriber
x—up-subno ID
x-up-3gpp-imeisv Vodacom (ZA) IMEI
lbs—-eventtime Smartone (HK)  Timestamp
lbs—-zoneid Smartone (HK)  Location T Tiaell

DNS Resolver\\
.’/ v\” (Google, Quad9,
= Cloudflare, ...) /

LAN/ISP AS/CDN



Not only at the application-layer: the
Internet is full of on-path middleboxes —@ P

that can hide users’ real |IP addresses

- O

10.190.68.3

Transit / Tier-N
ISPs + IXPs + ---

AS /CDN

- =<

, DNS Resolve\r\\\
/ @(Google, Quad9,

\ - Cloudflare, ...)

AS / CDN

LAN/ISP
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Home / Media & Press @ 13 October 201 7

NEWS

= EURZPOL

Are you sharing the same IP address as a

criminal? Law enforcement call for the end of
Carrier Grade NAT (CGN) to increase
accountability online

Europol and the Estonian Presidency of the EU Council address the serious
online capability gap in law enforcement efforts to investigate and attribute
crime created by CGN technologies.

Transit / Tier-N

What if your phone or WiFi AP R
is a VPN server? SR
\ e \g o/
,,,,,,,,,,,,,, A \ & Cloudflare, ...) /
’ LAN/ISP AS /CDN



The “good” news

TLS



Securing end-to-end communications: TLS

TLS 1.2 Handshake

Client Server

C’][)\ _ClientHello
erHello - =~

,f”C’hangeCi pppppppp

5 s: Finished
HTTP GET\\\\@)
<7>,,/’/HTTP ANSWER




Securing end-to-end communications: TLS

TLS 1.2 Handshake TLS 1.3 Handshake

Client Server Client Server

[+] [+]
ClientHello
1 )-._ClientHello 1 )-._ KeyShare
ServerHello  ~~~- KeyShare Tl
ServerCert _-" 2 CertVerify - 2
ServerHelloDong,»’ F1nlshed -7
,a”’clientKeyExchange
3 S~ ChangeCipherSpec 3
‘~‘\finished
‘~\_<4> HTTP GET™ ‘~\_<4>
’,f”C’hangeCipherSpec . HTTP ANSWER
5 < Finished 5
HTTP GET\\\\@)

<7>,,/’/HTTP ANSWER




Securin

end-to-end communications: TLS adoption

SSL/TLS
Version

Release
Date

SSL 2

Feb. 1995

1hm
. zgleems |

SSL 3

Nov. 1996

TLS 1.0

Jan. 1999

Percent monthly connections

Tracking the deployment of TLS 1.3 on the Web:

ion and

A story of

Ralph Holz!? | Jens Hiller® , Johanna Amann®? | Abbas Razaghpanah® , Thomas Jost® ,
3 b

Narseo Vallina-Rodriguez*® , Oliver Hohlfel
*Universiy of Twente, *University of Sydney, *RWTH Aachen University, “1CS1,

hil

IMDEA Networks, “Brandenburg University of Technology

ABSTRACT
Transport Layer Sccurity (TLS) 13 s a redesign of the Web's
most important security protocol. It was standardized in Au-
long, unpre
involving many cryptographers and industry stakeholders.
Wo use the rare opportunity to track deployment, uptake,
 new mission- ty protocol from the

prompted by severe attacks on provious versions, TLS 1.3
s deployed surprisingly speedily and without security con-
cerns callng for it Just 15 months after standardization, it
i used in about 20% of connections we observe. Deployment
on popular domains is at 30% and at about 10% across the

important industry players whose services depend on a well-
performing and secure TLS, in particular Google, Facebook,
and Cloudfiare. They provided input to the protocol design
as well as telemetry da ing incompatibilities with
defective implementations of prior TLS versions.

et of the deployment of

where largo-scale data is available to track experimentat
and ad fan

react 1o ts promise but also to potential issues.
“To study the deployment and use of TLS 1.3 in breadth and
depth, we collect and analyze more data from more vantage
points than any previous study. Our passive measurements
from monitoring network connections in the high billons
pture the entire period from the conception of TLS L3

TLS 1.1

Apr. 2006

com/met/og top-level domains (TLDS). We show that the  Until taday. Our active scans bogin in 2017-10, nealy

development and fast deployment of TLS 1.3 is best under- year before the final IETF RFC,

sto0d 15 & story of experimentation and centralzation, Very  bad mostly stabilzed, all major foatures had been added,

Tew giant, global actors drive the development, Wo show  abd industry players had bogun their TLS 13 testa. Wo
wmbers  track the depl

and descrbe how actors like Facebook and Google use ther Yo afer tho s

o 275 x 10 de
domains (cc
Android devices, where our data reaches back to the vory
carly dralts (2015-11). Using a single data source—as done.
in many studies—is insu

cannot be captured by
the need for multi-perspective studics on I

ufficient to captuse the evolution of a

TLS 1.2

Aug. 2008

TLS 1.3

Aug. 2018

Percent connections per month

Coming of Age: A Longitudinal Study of TLS Deployment

Platon Kotzias Abbas Razaghpanah Johanna Amann

IMDEA Software Institute Stony Brook University 1CSI/Corelight/LBNL

Universidad Politécnica de Madrid
Kenneth G. Paterson Narseo Vallina-Rodriguez Juan Caballero
Royal Holloway, University of London IMDEA Networks Institute IMDEA Software Institue
1cst

ABSTRACT of each new attack and vulnerability that is discovered. Over the
The Transport L (L lust few years various TLS vulnerabilities such as BEAST, Lucky
for 4 Internet, H  has be 13, POODLE, Heartbleed, FREAK, Logjam, and multiple attacks
plagued by a number of different attacks and security issues over  against RC# have been discovered. The Snowden revelations have

the last years. Addressing these attacks requires changes to the also highlighted weaknesses in TLS, specifically the reliance on

protocol, to server- or client-software, or to all of them. In this RSA key transport for establishing keying material, a method that

paper " g can be passively broken by an entity in possession of the server's

the evolution of the TLS ecosystem over the last six years. We RSA private key. Addressing these attacks requires changes to
s h to

1 1 focus on the protocol, to server-, or to client-software, or to all of them
high-profile attacks. simultancously.
analysis, we use a passive measurement dataset with Prior work i parts of the TLS tem liks
‘more than 319.3B connections since February 2012, and an active specific attacks [6,9,10, 17, 41,44, 44, 63,74, 82], problems of the
dataset that contains TLS and SSL scans of the entire [Pv4 address K1 [7,46,54,60] or problems of TLS usage in specific arcas like on
" 1 2015, To dentify f specific cl ‘mobile devices [47.71,83]. However, to the best of our knowledge,
ige—largest TLS cli no prior work h pecific impact of security
database to date, consisting of 1,684 fingerprints. on protocol deployment.

‘We observe that the ecosystem has shifted significantly since In this paper, we conduct a large-scale longitudinal study exam-
2, o s ining the evolution of the TLS ccosystem since 2012 both on the
are offered by clients and accepted by having taken place. side. the
Where possible, we correlate these with the timing of specific at- . -
tacks on TLS. At the same time, our results show that while clients, to specific high-profile attacks. For this, we use a combination of
especially browsers, are quick to adopt new algorithms, they are data. Our pas
also slow to drop support for older ones. We also encounter signif-  have been running continuously since February 2012 and currently
icant amounts of client software that probably unwittingly offer  €ontain protocol information about more than 31938 TLS connec-
unsafe ciphers. We discuss these findings in the context of long tail tions. The active mmmmnﬂkdm provided :,' us by Censys [42]

effects in the TLS ccosystem. g




TLS Server Name Indication (SNI)
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TLS Server Name Indication (SNI)

Internet Protocol Version 4, Src: 192.168.172.128, Dst: 216.58.223.110
Transmission Control Protocol, Src Port: 52662, Dst Port: 443, Seq: 1, Ack: 1, Len: 23
Vv Secure Sockets Layer
Vv TLSvl Record Layer: Handshake Protocol
Content Type: Handshake (22)
Version: TLS 1.8 (@xe3el)
Length: 229
V Handshake Protocol: Client Hello
Handshake Type: Client Hello (1)
Length: 225
Version: TLS 1.2 (8x@303)
Random: f4e52a91712540053d080909719269b21b1d7c0890969a02. . .
Session ID Length: @
Cipher Suites Length: 4@ - » .
Remark: ClientHello is not encrypted
Compression Methods Length: 1 —
Compression Methods (1 method)
Extensions Length: 144
Extension: reneﬁotiation info ‘1en=1)
Vv Extension: server_name (len=20)
Type: server_name (@)
Length: 20
Vv Server Name Indication extension
Server Name list length: 18
Server Name Type: host_name (@)
Server Name length: 15
Server Name: play.google.com

> = —_ X 7
Extension: signature_algorithms (len=20)
Extension: status_request (len=5)

Extension: next_protocol_negotiation (len=0)
Extension: signed_certificate_timestamp (len=0)




Securing the DNS

DNS-over-X



Securing the DNS: DoH/DoT/DoQ

who is foobar.com?

Transit / Tier-N
(.Q.\ foobar.com\ ISPs + IXPs + ---
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Securing the DNS: DoH/DoT/DoQ

who is foobar.com?

Transit / Tier-N
(.Q.\ foobar.com\ ISPs + IXPs + ---

o

TLS e — |

..... DNS

P 2 y.'Recursive
- TS Resolver
<

LAN/ISP

AS /CDN

- =<

DNS Resolver\\\
(Google, Quad9,

\ = Cloudflare, ...)

AS / CDN



Securing the DNS: DoH vs. DoT

Each standard was developed separately and has its own RFC

e DoH (RFC 8484, Oct 2018)
o HTTP = tcp/443
o Indistinguishable from regular HTTP traffic = DNS queries and responses are
camouflaged within other HTTPS traffic

e DoT (RFC 7858, May 2016)

o tcp/853
o Detectable = can be blocked



More DNS privacy: Oblivious DoH (ODoH)

e DoH provides confidentiality and authentication for DNS but it is not
private
o Clients reveal their IP addresses
e o0DoH (RFC 9230, Experimental) builds on DoH to solve this problem

Client Proxy
“example.com” —>  Q > Q > Q@  —> (“example.com” k) > 3
HTTPS ; E HTTPS ] O ‘
A/AAAA &—| R | ¢ R ¢ R |¢&— AAAAA ¢ ] |

Source: Cloudflare



Hiding the destination

Domain Fronting, ESNI, and ECH



Domain fronting

e Anti-censorship technique
o Telegram, Signal —raised protests in Russia & China
o Tor (old meek plugin)
o Also used by malware
m Blocking C2 traffic becomes harder

e Exploits discrepancy between the TLS server SNI and the HTTP Host

header in the request
o CDNs typically rely on the Host header to identify the server (encrypted, not visible)
o SNl used in TLS: visible to network traffic
o Resultis true endpoint of the communication is hidden



Domain fronting: the Tor meek plugin & a C2 beacon

CLIENT’S PC

TLS
Browser SNI: allowed.example
* HTTP
tor POST / HTTP/1.1
Host: forbidden.example

data...

fronted request

Source: Tor project

X-Session-ID: 123456...

INTERMEDIATE
WEB SERVICE
(Akamai, CloudFront,
Google, etc.)

Frontend
server
(gateway to many
domains including
allowed.example and
forbidden.example)

HTTP
POST / HTTP/1.1
Host: forbidden.example
X-Session-ID: 123456...
data. ..
forwarded request

TOR BRIDGE

at forbidden.example

F

tor

INTERNET

Step 3:
Connect/Request

TLS SNI:
legitsite.com

HTTP Host:

evilsite.com

Step1:
DNS Query
legitsite.com -
—0— Step 2: - i
DNS Server  POofCON  vsictim machine

edge server

CDN Server

Step 4:
Fetch from
Attack Server

Attacker Server
evilsite.com



Domain fronting and collateral freedom

COLLATERAL
FREEDOM

A Snapshot of Chinese Internet Users

Circumventing Censorship

@) OpeniTP

“Collateral freedom is an anti-censorship strategy
that attempts to make it economically prohibitive for
censors to block content on the Internet. This is
achieved by hosting content on cloud services that
are considered by censors to be "too important to
block," and then using encryption to prevent
censors from identifying requests for censored
information that is hosted among other content,
forcing censors to either allow access to the
censored information or take down entire services.”



Domain fronting and collateral freedom

Domain Fronting Bans Timeline

2015

2018

2022

2024

Cloudflare

Amazon

Google

Microsoft

Home > News > Government > Russia Bans 1.8 Million Amazon and Google IPs in Attempt to Block Telegram

Russia Bans 1.8 Million Amazon and Google IPs in Attempt to Block
Telegram

By Catalin Cimpanu April 16,2018 08:15 PM 5

Fastly began notifying customers about its intention to stop supporting domain

fronting at the end of October.

Two weeks later, Microsoft notified Azure customers that it was tightening the

screws on its domain fronting 2018 block. Customers who were grandfathered in

with the 2018 block will have to make additional changes to their server

infrastructure by January 8, 2024.




Domain fronting: is it really dead?

ABSTRACT

Domain fronting is a network communication technique that in-
volves leveraging (or abusing) content delivery networks (CDNs)
to disguise the final destination of network packets by presenting
them as if they were intended for a different domain than their
actual endpoint. This technique can be used for both benign and
malicious purposes, such as circumventing censorship or hiding
malware-related communications from network security systems.
Since domain fronting has been known for a few years, some popu-
lar CDN providers have i traffic filtering h

to curb its use at their CDN infrastructure. However, it remains
unclear to what extent domain fronting has been mitigated.

To better understand whether domain fronting can still be effec-
tively used, we propose a systematic approach to discover CDNs
that are still prone to domain fronting. To this end, we leverage
passive and active DNS traffic analysis to pinpoint domain names
served by CDNs and build an automated tool that can be used to
discover CDN's that allow domain fronting in their infrastructure.
Our results reveal that domain fronting is feasible in 22 out of 30
CDN's that we tested, including some major CDN providers like
Akamai and Fastly. This indicates that domain fronting remains
widely available and can be easily abused for malicious purposes.

Measuring CDNs susceptible to Domain Fronting

Karthika Subramani Roberto Perdisci Pierros Skafidas
ksubramani@gatech.edu perdisci@uga.edu pskafidas3@gatech.edu
Georgia Institute of Technology University of Georgia and Georgia Georgia Institute of Technology
USA Institute of Technology USA

with stringent internet restrictions, such as China and Iran, domain
fronting has been instrumental for activists and ordinary citizens
alike to bypass digital barriers and access platforms like Signal
and Telegram [5, 9]. However, the same technique has found favor
among malicious actors. For instance, APT29, also known as Cozy
Bear, reportedly used domain fronting to camouflage their malware
command-and-control (C2) infrastructure, complicating detection
and attribution [7]. Furtt ding to a recent study [10],
about 3.5% of all Cobalt Strike Beacons were configured to use do-
main fronting to effectively evade detection for a prolonged period
of time.

In order to detect or defend against domain fronting, censors
and network operators are compelled to adopt drastic CDN traffic
blocking often with i 11 1 damage, in
an attempt to mitigate the associated risks [20]. Rather than block-
ing CDN traffic altogether, a more effective approach to counter
this threat lies within the infrastructure of CDNs themselves. To
prevent uni ded from nationwid, ship, few
popular CDNs have taken measures to prevent domain fronting on
their platforms. For example, Google and Amazon disabled domain
fronting in their services in 2018 [1], while Microsoft Azure only
disabled it recently in November 2022, following its use by Meek, a
Tor plugin for traffic tunneling [4, 7]. Irrespective of these measures,

2024 study finds domain fronting still
works in 73% (22/30) of the tested CDNs

CDNs

yottaa
wixdns
wangsu
lumen
keycdn
highwaycdn
gcorelabs
edgio

fastly
cdn77
adobe
akamai
cloudflare
cloudfront
tencent
cdnvideo
stackpathcdn
netlifyglobalcdn
cedexis
internapcdn
limelight
ucdn
ngenix
cdnetworks
aicdn
cdnsun
teridion
reblaze
sitelockcdn
inxy

100%
100%
100%
100%
100%
100%
100%
100%
100%
100%
60%
52%
0%
0%
0%
0%
88%
88%
79%
100%
50%
100%
0%
100%
100%
100%
0%

0% 7
o B successful_domains_count
b

failed_domains_count
0% = =

0

5 10 15 20 25
Count of Tested Domains

30



ESNI: Encrypting the SNI

TLS 1.2 handshake revisited

Client Server




ESNI: Encrypting the SNI

TLS 1.2 handshake revisited TLS 1.3 handshake revisited

Client Server Client Server

o o)
ClientHello
~. ClientHello 1 — KeyShare
ServerHelle: 3 Ssact 2{ eyShare “\:

Serverner mio’rg,‘ inlished .
f”’:?l:cntK(-\/Exc'\angc //’
S B @' ™ encrypted (typical
T HTTP GET ~~~~-af 2 ) ypted (typically)




ESNI: Encrypting the SNI

TLS 1.2 handshake revisited TLS 1.3 handshake revisited

Client Server Client Ser,ver/@‘
CB <
CllenFHello
. e SNI in plaintext

KeyShare~ e
<
3 \ .

ted (t Il
Qmp e D) encrypted (typically)




ESNI: Encrypting the SNI

Encrypt the SNI in the ClientHello TLS 1.3 handshake revisited
message
Client Server @
C;B““fc\y_s‘h‘a‘rf SNI encrypted

S
QHITP GET ~~~~adi) encrypted (typically)



ESNI: Encrypting the SNI

Encrypt the SNI in the ClientHello TLS 1.3 handshake revisited
message
Wait a moment ... using what key? Client Server @
’ ’ 4/‘%
C;B“\Ki{sia‘rf SNI encrypted

Qmp i encrypted (typically)



ESNI: Encrypting the SNI

Encrypt the SNI in the ClientHello
message

Wait a moment ... using what key?

Get server public key through DNS
(TXT record), preferably using DoH
or DoT

TLS 1.3 handshake revisited

Client Se%@

ClientHello
1 ~__ KeyShare

KeyShare ey
Cer -—’@)
Fi

tVerify
nished .

HTTP GET "~ ~al A0

SNI encrypted

encrypted (typically)

$ dig _esni.crypto.dance TXT +short

" /WGUNThxACQAHQAGXzyda@XSIRQWzDG71k/r@1r1ZQy+MdNxKg/mAqSnt OEAARMBAQQAAAAAXGE7X SAAAAAB f 5 CAAA="




CLOUDFLARE The Cloudflare Blog

Product News Speed & Reliability Security Serverl less Zero Trust Developers

Good-bye ESNI, hello ECH!

08/12/2020

0 Christopher Patton

15 min read

ESNI is no more

Was only adopted by Cloudflare, Mozilla
Firefox and a few others in 2018
Abruptly removed around 2020-21 by all
parties

Alleged reasons include

o Protection it gives is incomplete because there
are other sensitive fields in the ClientHello

o Abunch of sophisticated attacks proposed

o Using DNS for key distribution is not as easy as it
seems

Solution?
o Encrypt the whole ClientHello message



CLOUDFLARE

Encrypted Client Hello - the last puzzle piece to
privacy

2023-09-29

’@ Achiel van der Mandele e Alessandro Ghedini

@ Christopher Wood @ Rushil Mehra
o

4 min read

This post is also available in Bi{AfY, HZAGE, 5120 and ZEEh.

Begin
handshake
encryption

Begin
transmitting
application data

ClientHelloOuter
+ outer extensions (key
share, outer SNI, ...)

+ ClientHellolnner
+ inner extensions (key
share, inner SNI, ALPN, ...)

| GET /index.ntml HTTP/1.1

ServerHello

(key share, ...)

+ non-sensitive extensions

Certificate
CertificateVerify
Finished

EncryptedExtensions
+ sensitive extensions (ALPN, ...)

No encryption

Encrypted under ECH
public key

Encrypted under
handshake traffic key

Encrypted under
application traffic key




CLOUDFLARE

Encrypted Client Hello - the last puzzle piece to
privacy

2023-09-29

@ Achiel van der Mandele e Alessandro Ghedini

@ Christopher Wood @ Rushil Mehra
o)

4 min read

This post is also available in E{fd 37, BASEE, $t=20 and ZEEHC.

Server

ClientHelloQuter

+ outq ==

shareJouter SNI, ..

+ ClientHellolnner
+ inpecextensions (key

siigiallinner SNI, ALPN, ...)

"1

transmitting
application data

Client
—
foobar.com
\\
Begin
handshake
encryption
Begin

GET /index.html HTTP/1.1

— |

cloudflare-ech.com

ServerHello
+ non-sensitive extensions
(key share, ...)

EncryptedExtensions

+ sensitive extensions (ALPN, ...)
Certificate

CertificateVerify

Finished

No encryption

public key

Encrypted under

handshake traffic key

Encrypted under
application traffic key

U
. Encrypted under ECH
L]
[




CLOUDFLARE

Encrypted Client Hello - the last puzzle piece to
privacy

2023-09-29

@ Achiel van der Mandele e Alessandro Ghedini

@ Christopher Wood @ Rushil Mehra

o)
4 min read

This post is also available in E{fd 37, BASEE, $t=20 and ZEEHC.

Wait a moment ... using what key?

Client
—
foobar.com
\\
Begin
handshake
encryption
Begin

transmitting
application data

Server

ClientHelloQuter

+ outq ==

shareJouter SNI, ..

+ ClientHellolnner
+ inpecextensions (key

siigiallinner SNI, ALPN, ...)

"1

GET /index.html HTTP/1.1

— |

cloudflare-ech.com

ServerHello
+ non-sensitive extensions
(key share, ...)

EncryptedExtensions

+ sensitive extensions (ALPN, ...)
Certificate

CertificateVerify

Finished

No encryption

Encrypted under ECH
public key

Encrypted under

handshake traffic key

Encrypted under
application traffic key




ECH: status & questions

draft-ietf-tls-esni-23

tls E. Rescorla
Internet-Draft Independent
Intended status: Standards Track K. Oku
Expires: 23 August 2025 Fastly
N. Sullivan

Cryptography Consulting LLC

C. A. Wood

Cloudflare

19 February 2025

TLS Encrypted Client Hello
draft-ietf-tls-esni-23

Abstract

This document describes a mechanism in Transport Layer Security (TLS)
for encrypting a ClientHello message under a server public key.

Discussion Venues
This note is to be removed before publishing as an RFC.
Source for this draft and an issue tracker can be found at

https://github.com/tlswg/draft-ietf-tls-esni
(https://github.com/tlswg/draft-ietf-tls-esni).

Developments taking place as we speak

How about problems with DNS-based key distribution?
o  Kinda solved with the newly introduced HTTPS DNS record
type. See
https://blog.cloudflare.com/speeding-up-https-and-http-3-negotia

tion-with-dns/
Will it be broadly adopted? Ever? Soon? Nobody

knows. Obstacles:
o  “Network ossification”: larger-than-expected TLS connection
failures because of middleboxes not supporting it
o  Some countries (usual suspects) threaten to block all known
client-facing servers (e.g., cloudflare-ech.com)
m  Realistic threat as there are only a bunch and are easy
to enumerate
m  Could (1) break the Internet for many and (2) hurt key
stakeholders
] Unclear how CDNs and browsers would react

Sovereignty reasons


https://blog.cloudflare.com/speeding-up-https-and-http-3-negotiation-with-dns/
https://blog.cloudflare.com/speeding-up-https-and-http-3-negotiation-with-dns/

The “bad” news

The Web PKI



The Web PKI

e \Web Public Key Infrastructure (PKI) enables TLS server authentication by
linking an identity (DNS name or IP address) to a cryptography public key
e WebPKlis ...
... the most widely deployed PKI
... foundational to the security of the web
... rapidly changing for technical and political reasons

... fragile, complicated, sometimes dirty



Certificate Authority

Client (Browser)




Certificate Authority

Certificate Issuance

|dentity Verification

Client (Browser)

CA Certificate

Server Certificate

Server




Trust Management

CA Trust Decisions

Root store inclusion

Client (Browser)

Certificate Authority

Certificate Issuance

CA Certificate

|dentity Verification

Server Certificate

Server




Trust Management

CA Trust Decisions

Certificate Issuance

Root store inclusion

Client (Browser)

Server Certificate

Certificate Authority
CA Certificate

|dentity Verification

Server Certificate

TLS

Server




Goal
e \Verify that a network
identifier controls
some cryptographic
public key
Problem
e How to verify?
e \What does control
mean?

Certificate Authority

Certificate Issuance

CA Certificate

|dentity Verification

Server Certificate

Server




Goal
e \Verify that a network

some cryptographic

identifier controls

Certificate Issuance

oublic key i
Problem Certificate Authority
e How to verify?
e \What does control CA Certificate

mean?

|dentity Verification

Server Certificate

Historically (ca. 2012)

Confirming applicant is registrant at domain name registrar
Contact registrant via phone/email/address
Contact the domain administrator using admin@domain

Having the applicant demonstrate control over the FQDN by making
an agreed-upon change to a webpage containing the FQDN

Server




Goal
e \Verify that a network
identifier controls
some cryptographic
public key
Problem
e How to verify?
e \What does control
mean?

Certificate Authority

Certificate Issuance

CA Certificate

|dentity Verification

Server Certificate

Modern issuance (ca. 2021)

Automatable!

Let’'s Encrypt

Step 1. CA sends random token to client
Step 2. CAretrieves token from DNS / HTTPS server

RFC 8555 - Automatic Certificate Management Environment (ACME)

Server




Trust Management

CA Trust Decisions

Certificate Authority

In the current Web PKI
design, every trust anchor
is a single point of failure

Root store inclusion

Client (Browser)

CA Certificate

&




Trust Management

CA Trust Decisions

~

Certificate Authority

In the current Web PKI
design, every trust anchor
is a single point of failure

Root store inclusion

Client (Browser)

CA Certificate

&

SECURITY SEP 2. 2811 3:85 PH

DigiNotar Files for Bankruptcy in Wake of
Devastating Hack

A Dutch certificate authority that suffered a major hack attack this summer has been
unable to recover from the blow and filed for bankruptcy this week.

A Dutch certificate
authority that suffered a major hack attack this summer has been
unable to recover from the blow and filed for bankruptcy this
week.

DigiNotar, which is owned by Illinois-based Vasco Data Security
and was the primary provider of digital security certificates for
domains owned by the Dutch government, was breached in early
June due to lax security.

The breach allowed the intruder to trick DigiNotar's system into
issuing him more than 500 fraudulent digital certificates for top
internet companies like Google, Mozilla, and Skype. This meant
that users who went to a supposedly secure page such as




Trust Management

Client (Browser)

CA Trust Decisions
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DigiNotar Files for Bankruptcy in Wake of
Devastating Hack

A Dutch certificate authority that suffered a major hack attack this summer has been
unable to recover from the blow and filed for bankruptcy this week.

A Dutch certificate

authority that suffered a major hack attack this summer has been
unable to recover from the blow and filed for bankruptcy this
week.

DigiNotar, which is owned by Illinois-based Vasco Data Security
and was the primary provider of digital security certificates for
domains owne d by the Dutch government, was breached in early
June due to lax security.

The breach allowed the intruder to trick DigiNotar's system into
issuing him more than 500 fraudulent digital certificates for top
internet companies like Google, Mozilla, and Skype. This meant
that users who went to a supposedly secure page such as
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Abstract:
When you type “https://example.com” in your web browser, how do you know that you're establishing a secy
question is foundational to the web security model, and the answer rests in the web public key infrastructur
(CAs) issue certificates that authenticate websites. Sadly, the web PKI - which is so foundational to the comn]
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TLS root store ecosystem (circa 2021)

User Agents i Chrome Chrome M[oblle Ope:‘il Firefox i i OpenSSL | | GnuTLS | | BoringSSL | | Mbed TLS i
| Safari || Mobile Safari | | Edge || IE ([ Chromium ||:|: | curl wget | | okhttp | | LibreSSL | |s2n-tis| :
'"-"J ----------- Fonooome-- - i < Sl i '"-""""""""--“""""_-[""""""""'
Ve Default / configured

PR e e P 11 R .

H (O] V l ! E E Libraries / Frameworks |

Root Store ' | Windows | [macos | [ Alpine [{i08 | [ Android |,: 7] NSS | |Electron |

Providers i ' i

i Ubuntu | | Debian || | Fedora || || Amazon Linux E ' | NodeJs ||| Java i

r 1
Root Store ) Y
Programs > Microsoft | | Apple | | Mozilla | | Java [«

Z. Ma, J. Austgen, J. Mason, Z. Durumeric, M. Bailey, Tracing Your Roots: Exploring the TLS Trust
Anchor Ecosystem. IMC 2021
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Abstract—In this work, we report on a comprehensive
analysis of PKI resulting from Certificate Authorities’ (CAs)
behavior using over 1300 instances. We found several cases
where CAs designed business models that favored the issuance
of digital certificates over the guidelines of the CA Forum,
root management programs, and other PKI requirements.
Examining PKI from the perspective of business practices, we
a taxonomy of failures and identify systemic vulnera-
the governance and practices in PKL. Notorious cases
include the “backdating” of digital certificates, the issuance
of these for MITM attempts, the lack of verification of a
requester’s identity, and the unscrupulous issuance of rogue
certificates. We performed a detailed study of 379 of these
1300 incidents. Using this sample, we developed a taxonomy
of the different types of incidents and their causes. For each
incident, we determined if the incident was disclosed by the
problematic CA. We also noted the Root CA and the year
of the incident. We identify the failures in terms of business
practices, geography, and outcomes from CAs.

We analyzed the role of Root Program Owners (RPOs) and
differentiated their policies. We identified serial and chronic
offenders in the PKI trusted root programs. Some of these were
distrusted by RPOs, while others remain being trusted despite
failures. We also identified cases where the concentration of
power of RPOs was arguably a contributing factor in the
incident. We identify these cases where there is a risk of
concentration of power and the resulting conflict of interests.

Our research is the first comprehensive academic study
addressing all verified reported incidents. We approach
this not from a machine learning or statistical perspective
but, rather, we identify each reported public incident with a
focus on identifying patterns of individual lapses. Here we also
have a specific focus on the role of CAs and RPOs. Building
on this study, we identify the issues in incentive structures that
are contributors to the problems.
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used. However, there have been problems with PKI. There
are reasons to reconsider this trust. For example, while the
i i of the used in PKI
have been studied and demonstrated to be complex to crack,
advances in hardware have turned computationally secure
algorithms into breakable ones. In addition, sometimes the
implementation of these cryptographical algorithms intro-
duces flaws or vulnerabilities that are external to the core
crypto-mathematical function, and that can be exploited by
attackers.
metimes, the are not in the
protocols, implementing code or hardware, but in the busi-
ness systems or processes that support the operations of
PKI, for example, in the issuance of digital certificates.
Certificates above all are a good sold in the PKI world. These
‘miscellaneous but necessary steps that are required to obtain
a digital certificate have proven to be sometimes hazardous.
Here we address the business component of PKI, examin-
ing the organizations that are the issuers of the certificates.
The goal of a business is to be competitive and to make
profit. The goal of a digital certificate is to bring security
1o its user. Therefore, digital certificates are private goods
that offer security to its users and that are sold by some
companies for a profit. These companies may be interested in
ensuring security to people interacting with their customers
after the sale, but the goal of a certificate authority (CA) is to
profit from selling as many certificates as possible. It would
be possible to make a theoretical argument that this is a moral
hazard', but here we take an empirical approach to document
the questionable behaviors of these companies. One common

CA vulnerabilities are typically in the business

processes supporting operations

o Human error, improper security controls,
misinterpretation/unaware, infrastructure

problem, etc.

Often because of their for-profit nature

Incident

| #No | Total | Percentage |

Fields in certificates not compliant to
BR

112 146 38.52%

Non-BR-compliant*'or
OCSP responder or CRL

problematic

33 39 10.29%

Erroneous/Misleading/Late/Lacking
Audit report

24 25 6.60%

Repeated/Lacking appropriate entropy
Serial Numbers

19 22 5.80%

Undisclosed SubCA

15 19 5.01%

512/1024 bits key

16 18 4.75%

Possible issuance of rogue certificates

13 18 4.75%

Use of SHA-1/MDS5 hashing algorithm

13 15 3.96%

CAA**mis-issuance

12 14 3.69%

Rogue certificate

12 12 3.17%

CA/RA/SubCA/Reseller hacked

8 11 2.90%

Other

35 40 10.55%
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include the “backdating” of digital certificates, the issuance
of these for MITM attempts, the lack of verification of a
requester’s identity, and the unscrupulous issuance of rogue
certificates. We performed a detailed study of 379 of these
1300 incidents. Using this sample, we developed a taxonomy
of the different types of incidents and their causes. For each
incident, we determined if the incident was disclosed by the
problematic CA. We also noted the Root CA and the year
of the incident. We identify the failures in terms of business
practices, geography, and outcomes from CAs.
We analyzed the role of Root Program Owners (RPOs) and
differentiated their policies. We identified serial and chronic
offenders in the PKI trusted root programs. Some of these were
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used. However, there have been problems with PKI. There
are reasons to reconsider this trust. For example, while the

i i of the used in PKI
have been studied and demonstrated to be complex to crack,
advances in hardware have turned computationally secure
algorithms into breakable ones. In addition, sometimes the
implementation of these cryptographical algorithms intro-
duces flaws or vulnerabilities that are external to the core
crypto-mathematical function, and that can be exploited by
attackers.

Sometimes, the vulnerabilities are not in the cryptographic
protocols, implementing code or hardware, but in the busi-
ness systems or processes that support the operations of
PKI, for example, in the issuance of digital certificates.
Certificates above all are a good sold in the PKI world. These
miscellaneous but necessary steps that are required to obtain
a digital certificate have proven to be sometimes hazardous.

Here we address the business component of PKI, examin-
ing the izations that are the issuers of the certificals

CA vulnerabilities are typically in the business
processes supporting operations
o Human error, improper security controls,
misinterpretation/unaware, infrastructure
problem, etc.

Often because of their for-profit nature

distrusted by RPOs,
failures. We also identifi

power of RPOs was ar{
incident. We identify th|
concentration of power af

| Country

| #CAs |

Our research is the
addressing all verified
this not from a machin|
but, rather, we identify
focus on identifying patte]
have a specific focus on
on this study, we identify|
are contributors to the pl

Incident | #No

Fields in certificates not compliant to | 112 146
BR
Non-BR-compliant*'or
OCSP responder or CRL

Total | Percentage |
38.52%

problematic 33 39 10.29%

Erroneous/Misleading/Late/Lacking 24 25 6.60%
Audit report
Repeated/Lacking appropriate entropy 19 22

Serial Numbers

5.80%

—
S8
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Undisclosed SubCA 15 19
512/1024 bits key 16 18

5.01%
4.75%

Countries with problematic root CAs

Possible issuance of rogue certificates 13 18 4.75%
Use of SHA-1/MDS5 hashing algorithm 13 15 3.96%
CAA*mis-issuance 12 14 3.69%
Rogue certificate 12 12 3.17%

2.90%
10.55%

CA/RA/SubCA/Reseller hacked 8 11
Other 35 40
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Abstract—In this work, we report on a comprehensive
analysis of PKI resulting from Certificate Authorities’ (CAs)
behavior using over 1300 instances. We found several cases
where CAs designed business models that favored the issuance
of digital certificates over the guidelines of the CA Forum,

a taxonomy of failures and identify systemic vulnera-
bilities in the governance and practices in PKL Notorious cases
include the “backdating” of digital certificates, the issuance
of these for MITM attempts, the lack of verification of a
requester’s identity, and the unscrupulous issuance of rogue
ificates. We performed a detailed study of 379 of these
1300 incidents. Using this sample, we developed a taxonomy
of the different types of incidents and their causes. For each
incident, we determined if the incident was disclosed by the
problematic CA. We also noted the Root CA and the year
of the incident. We identify the failures in terms of business
practices, geography, and outcomes from CAs.
We analyzed the role of Root Program Owners (RPOs) and
differentiated their policies. We identified serial and chronic
offenders in the PKI trusted root programs. Some of these were
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used. However, there have been problems with PKI. There
are reasons to reconsider this trust. For example, while the
i i of the used in PKI
have been studied and demonstrated to be complex to crack,
advances in hardware have turned computationally secure
algorithms into breakable ones. In addition, sometimes the
implementation of these cryptographical algorithms intro-
duces flaws or vulnerabilities that are external to the core
crypto-mathematical function, and that can be exploited by
attackers.
metimes, the ilities are not in the
protocols, implementing code or hardware, but in the busi-
ness systems or processes that support the operations of
PKI, for example, in the issuance of digital certificates.
Certificates above all are a good sold in the PKI world. These
miscellaneous but necessary steps that are required to obtain
a digital certificate have proven to be sometimes hazardous.
Here we address the business component of PKI, examin-
ing the izations that are the issuers of the certificals

e CA vulnerabilities are typically in the business
processes supporting operations
o Human error, improper security controls,
misinterpretation/unaware, infrastructure
problem, etc.

e Often because of their for-profit nature

distrusted by RPOs,
failures. We also identifi

f RPO:
e w i W | Country

concentration of power af

| #CAs |

Our research is the
addressing all verified
this not from a machin|
but, rather, we identify
focus on identifying patte]
have a specific focus on
on this study, we identify|
are contributors to the pl

USA

Incident | #No | Total | Percentage |

Fields in certificates not compliant to | 112 146 38.52%
BR
Non-BR-compliant*'or
OCSP responder or CRL
Erroneous/Misleading/Late/Lacking
Audit report

Repeated/Lacking appropriate entropy 19 22 5.80%
Serial Numbers
Undisclosed SubCA 15 19 5.01%
512/1024 bits key 16 18 4.75%
Possible issuance of rogue certificates 13 18 4.75%
Use of SHA-1/MDS5 hashing algorithm 13 15 3.96%

problematic 33 39 10.29%

24 25 6.60%
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CAA*Zmis-issuance 12 14 3.69%

Countries with problematic root CAs

Rogue certificate 12 12 3.17%
CA/RA/SubCA/Reseller hacked 8 11 2.90%
Other 35 40 10.55%
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Abstract—In this work, we report on a comprehensive
analysis of PKI resulting from Certificate Authorities’ (CAs)
behavior using over 1300 instances. We found several cases
where CAs designed business models that favored the issuance
of digital certificates over the guidelines of the CA Forum,

a taxonomy of failures and identify systemic vulnera-
bilities in the governance and practices in PKL Notorious cases
include the “backdating” of digital certificates, the issuance
of these for MITM attempts, the lack of verification of a
requester’s identity, and the unscrupulous issuance of rogue

ificates. We performed a detailed study of 379 of these
1300 incidents. Using this sample, we developed a taxonomy
of the different types of incidents and their causes. For each

used. However, there have been problems with PKI. There
are reasons to reconsider this trust. For example, while the

i ons of the used in PKI
have been studied and demonstrated to be complex to crack,
advances in hardware have turned computationally secure
algorithms into breakable ones. In addition, sometimes the
implementation of these cryptographical algorithms intro-
duces flaws or vulnerabilities that are external to the core
crypto-mathematical function, and that can be exploited by
attackers.

metimes, the ilities are not in the

protocols, implementing code or hardware, but in the busi-
ness systems or processes that support the operations of

misinterpretation/unaware, infrastructure
problem, etc.

incident, we determined if the incident was disclosed by the 3 ) e " - -
problematic CA. We also noted the Root CA and the year PKL for example, in the issuance of digital certificates. . -
of the incident. We identify the failures in terms of business  Certificates above all are a good sold in the PKI world. These
practices, geography, and outcomes from CAs. miscellaneous but necessary steps that are required to obtain
i amalyzed the role of Root Program Owners (RPOS) and 3 digital certifcate have proven (o be sometimes hazardous.
erent eir policies. We identified serial and chronic : =
offenders in the PKI trusted root programs. Some of these were H;: we address “‘elhbx“s‘““;m"’_"°"°"’;’;:Kl:;m:’“
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Incident | #No | Total | Percentage |

Fields in certificates not compliant to | 112 146 38.52%
BR

Non-BR-compliant*’or  problematic 33 39 10.29%

but, rather, we identify
focus on identifying patte]
have a specific focus on

on this study, we identify
are contributors to the pl

OCSP responder or CRL
Erroneous/Misleading/Late/Lacking 24 25 6.60%

Audit report
Repeated/Lacking appropriate entropy 19 22 5.80%
Serial Numbers
Undisclosed SubCA 15 19 5.01%
512/1024 bits key 16 18 4.75%
Possible issuance of rogue certificates 13 18 4.75%
Use of SHA-1/MDS5 hashing algorithm 13 15 3.96%
CAA*mis-issuance 12 14 3.69%
Rogue certificate 12 12 3.17%
CA/RA/SubCA/Reseller hacked 8 11 2.90%

Other 35 40 10.55%
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Abstract—In this work, we report on a comprehensive used. However, there have been problems with PKI. There
analysis of PKI resulting from Certificate Authorities’ (CAs)  are reasons to reconsider this trust. For example, while the
behavior using over 1300 instances. We found several cases i fons of the used in PKI

where CAs designed business models that favored the issuance 2
of digital certificates over the guidelines of the CA Forum, have been studied and demonstrated to be complex to crack,

root management programs, and other PKI requirements, advances in hardware have tumed computationally secure
Examining PKI from the perspective of business practices, we algorithms into breakable ones. In addition, sometimes the
entify a taxonomy of failures and identify systemic vulnera-  implementation of these cryptographical algorithms intro-
bilities in the governance and practices in PKI. Notorious cases  quces flaws or vulnerabilities that are external to the core

include the “backdating” of digital certificates, the issuance N . .
of these for MITM attempts, the lack of veriication of a CTYPLo-mathematical function, and that can be exploited by

requester’s identity, and the unscrupulous issuance of rogue attackers.
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Incident, we determined if the incident was disclosed by the CS SYSIemS Of processes that support the operations of
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problematic CA. We also noted the Root CA and the year & .

of the incident. We identify the failures in terms of business  Certificates above all are a good sold in the PKI world. These
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Audit report
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Repeated/Lacking appropriate entropy
Serial Numbers
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Undisclosed SubCA
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19

5.01%
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512/1024 bits key
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Possible issuance of rogue certificates
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4.75%

Use of SHA-1/MDS5 hashing algorithm
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3.96%
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Countries with problematic root CAs
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Fields in certificates not compliant to
BR
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Hungary, Japan, Poland, Taiwan

Germany, Netherlands, Switzerland, UK

China

France, Turkey

Non-BR-compliant*’or  problematic 33 39 10.29%
OCSP responder or CRL

Erroneous/Misleading/Late/Lacking 24 25 6.60%
Audit report

Repeated/Lacking appropriate entropy 19 22 5.80%
Serial Numbers

Undisclosed SubCA 15 19 5.01%
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Possible issuance of rogue certificates

13

18

4.75%

Use of SHA-1/MDS5 hashing algorithm

13

15

3.96%

Countries with problematic root CAs

CAA**mis-issuance 12 14 3.69%
Rogue certificate 12 12 3.17%
CA/RA/SubCA/Reseller hacked 8 11 2.90%
Other 35 40 10.55%




Trust Management Revisited: TLS interception

©__

TLS Interceptor

Client (Browser)

Root Store

Root Store
Program

V—
V—

Certificate Authority

CA Certificate

V—

&




Trust Management Revisited: TLS interception

Client HTTPS Proxy Server
ClientHello - ‘
Handshake Protocol: Client Hello " C“entHe”O >
Ygrsinn;_;LS_J‘Z_Lﬂgﬂiﬂil Handshake Protocol: Client Hello

Version: TLS 1.0 (0x@301)
Cipher Suite: TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256 (@xc@2b) Cipher Suites Length: 4

Cipher Suite: TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (@xc@2f) CREn: SUTCEE (7 Sty
Extension: ec point formats Cipher Suite: TLS_DHE_RSA_WITH_AES_256_CBC_SHA (0x0039)
Elliptic curves point formats (1) Cipher Suite: TLS_RSA_EXPORT_WITH_DES40_CBC_SHA (@x0011)
EC point format: uncompressed (@) Extensions ‘server nam
e T Extension: server name

Elliptic curve: secp256rl (0x0017)
Elliptic curve: secp256rl (0x0018)
P it 1i ; p 1 o

Remainder of | TLS Handshake
Y Pl »

HTTP Request

Hypertext Transfer Protocol
Get / HTTP/1.1\r\n
Host: www.illinois.edu
Connection: keep-alive\r\n
User-Agent: Mozilla/5.0 (Windows NT 10.0; WOW64; Trident/7.0; rv:11.0) like Gecko

[
L
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" Sgrin; — AT&]I_' MOgi:e Free Mol\%:el —
arubenl —«— -IViobile —h—
Country MITM % | Country MITM % NTT Docomo Verizon —e— Top 500 ——
Guatemala 15.0% | Kiribati 8.2% oo
Greenland 9.9% | Iran 8.1% 05 F L R 100 ™ A S Sl ante 00" A ™ o
South Korea 8.8% | Tanzania 7.3% g 04r
Kuwait 8.5% | Bahrain 7.3% 2 034/
Qatar 8.4% | Afghanistan 6.7% * o2t
0.1 -
Fig. 10: Countries with Highest Firefox Interception—We

Sat 02-20 Sun 02-21 Mon 02-22 Tue 02-23 Wed 02-24

show the ten countries with the highest interception rates when oz

connecting to the Mozilla update server. Countries with above i . . . .
Fig. 9: ASes with Highest Firefox Interception— We find

average interception rates generally have a large amount of o . . . s
traffic intercented by a sinele. dominant mobile provider that 8 ASes have significantly higher interception rates within
p y gle p . the top 500 ASes. All but one are mobile providers.
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o 4%-10% global HTTPS traffic intercepted
e Nearly all interception products introduce vulnerabilities
e Injected roots are common and operated by CAs with poor security

Validates Modern  Advertises TLS

RISt S Certificates  Ciphers RC4 Version Grading Notes

A10 vThunder SSL Insight F v v Yes 1.2 Advertises export ciphers
Blue Coat ProxySG 6642 A* v v No 1.2 Mirrors client ciphers
Barracuda 610Vx Web Filter C v X Yes 1.0 Vulnerable to Logjam attack
Checkpoint Threat Prevention F v X Yes 1.0 Allows expired certificates
Cisco IronPort Web Security F v v Yes 1.2 Advertises export ciphers
Forcepoint TRITON AP-WEB Cloud C v v No 1.2 Accepts RC4 ciphers
Fortinet FortiGate 5.4.0 C v v No 1.2 Vulnerable to Logjam attack
Juniper SRX Forward SSL Proxy C v X Yes 1.2 Advertises RC4 ciphers
Microsoft Threat Mgmt. Gateway F X X Yes SSLv2  No certificate validation
Sophos SSL Inspection C v v Yes 1.2 Advertises RC4 ciphers
Untangle NG Firewall C v X Yes 1.2 Advertises RC4 ciphers
WebTitan Gateway F X v Yes 1.2 Broken certificate validation
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Parting thoughts



Recap: putting it all together

1. Observability of networking metadata is a moving target because of the
adoption of newer privacy technologies

2. Different privacy technologies focus on different technical goals. It's important
to know the strengths and weaknesses of each technology

3. Tracking moved to other (both up and down) layers
a. Commercial surveillance
b. User & device fingerprinting



From the early manifestos ...

e Many of the designers of the Internet held strong views about cyberspace and
what it should be

e Themes pervasive in hacker culture: unrestricted exploration of the
possibilities of technology, freedom of information, anti-authoritarianism, etc.

e Read, e.g.:

o John Perry Barlow’s “Declaration of Independence of Cyberspace”
o The Mentor’s “Hacker Manifesto”

e Cypherpunks and the Crypto Wars



... to regulating cyberspace

e But many believe that cyberspace marked the beginning of a new era with
more and more human activities taking place there

e Significant challenges for states to exercise control and practice sovereignty
o In part rooted in the technology itself
o In part rooted in the privately-owned nature of cyberspace

e Non-Western countries such as Russia, China or NK have a fundamentally
different approach to dealing with these issues

e Inthe US and the EU: waves of regulatory efforts

o NIS2, DSA, EIDAS, CRA, DMA, Chat Control, Age Verification, DNS4EU
o National Security laws (e.g., the Patriot Act)



Thank you for listening.

Questions? Comments? Thoughts?



